Deep Language Learning

How technology enhances language instruction.

Technology Is Transforming How Students Learn a Foreign Language

In Star Trek™ and other science fiction, alien civilizations communicate via a universal translator that seamlessly translates from one tongue to another, making alien-language instruction superfluous. Unfortunately, such flawless universal translation is unlikely to arrive anytime soon (despite recent advances).

So, at least for now, the most effective path for communicating in a foreign tongue is through instruction. Traditional language pedagogy emphasizes classroom and laboratory practice of vocabulary, grammar, and pronunciation. Lessons are highly structured, with students practicing language skills in class and laboratory. Feedback is offered mostly through exams and drills. However, this classical approach has serious drawbacks, especially when it focuses on declarative knowledge of grammar and vocabulary to the exclusion of conversational skills and comprehension.

Although the ambitious student might achieve conversational fluency by living in a foreign community, this option is unavailable to many. Fortunately, curricula are beginning to incorporate more naturalistic approaches to language learning, powered by technology. The long-term goal is to emulate real-world learning in ways that are effective, economical, and enjoyable.

For computer-assisted language learning (CALL), the “holy grail” is courseware that simulates what a student might experience living in a foreign land. In this virtual community, the student would converse in the target language and receive feedback on ways to improve. Although this pedagogical nirvana won’t happen anytime soon, several advances bring it closer to reality. Among these are

1. powerful, inexpensive computing residing in the “cloud,” using a multitude (often thousands) of machines (usually graphical processing units [GPUs]) and abundant memory that mobile devices (e.g., smartphone, tablet) and computers can access easily;

2. large amounts of online data to “train” pattern classifiers known as artificial neural networks (ANNs);

3. cloud-based “deep learning” neural networks (DNNs). These are especially powerful ANNs that contain many (often dozens of) hidden layers and intricate connection topologies. A layer is “hidden” if it lies between the input stage of the ANN and its output (i.e., classifier outcome). Each hidden layer adds a level of processing that facilitates the “learning” (through adjustment of activation weights) of features critical for successful classification;

4. DNN-trained automatic speech recognition (ASR) and speech synthesis (TTS) that deliver a quality and naturalness close to what humans achieve in many (though not all) languages. Many companies (e.g., Amazon, Apple, Google, and Microsoft) use the technology to interact with customers and clients. The data collected are used to further enhance the technology; and
cloud-based virtual and augmented reality applications that extend or replace the user’s physical environment through simulation of a variety of situations and environments.

These, along with advances yet to come, will transform the learning experience, not only for language instruction but also for pedagogy in general.

What is the current state of language learning technology, and where is it heading? Before answering, let’s first review the history of CALL (Bax, 2003).

A Brief History of Computer-Assisted Language Learning

Computers were introduced into language instruction around 1960 to supplement programmed classroom instruction. Although the technology was primitive by today’s standards, early CALL projects demonstrated a potential for enhancing the pedagogical experience. One example is the Programmed Logic for Automatic Teaching Operations (PLATO) Project (University of Illinois at Urbana-Champaign), which included online testing, tutoring, and chat rooms.

Over the years, the quality of CALL improved, driven by advances in interactive media and technology (Warschauer and Healy, 1998). In the 1960s and 1970s, CALL focused on drill and practice lessons in which a computer presented a stimulus and the student responded with (hopefully) the correct response. This was the “structural” (or “restricted”) phase of CALL. Beginning in the late 1970s and extending through the early 1990s, CALL entered its “communicative” phase, which emphasized more natural ways of speaking and listening.

With the advent of the World Wide Web and multimedia technology in the 1990s, CALL entered its “integrative” phase, in which the pedagogy was incorporated into a broad range of communication scenarios representative of daily life. During this time, CALL applications offered graphics, animation, audio, and text, all in lessons that combined speaking, listening, reading, and writing (Chapelle and Sauro, 2017).

The key to effective language learning is for the student to use the foreign language as much as possible. Constant practice and feedback is essential. A shortage of language instructors and classroom time makes a compelling case for CALL because it offers instruction anytime, anywhere. Although CALL was originally designed for desktop and laptop computers, its future likely lies with smartphones, tablets, and other mobile devices (e.g., virtual reality [VR] goggles and artificial intelligence [AI]-enabled eyewear).

Computer-Assisted Pronunciation Evaluation and Training

Pronunciation training is where CALL has long deployed cutting-edge technology (Eskenazi, 2009). Several early projects used speech technology to evaluate a student’s fluency, pronunciation proficiency, and comprehension. An example is SRI’s Autograder project in which Japanese students were evaluated on their ability to speak English intelligibly. An algorithm was developed to emulate intelligibility judgments of native speakers but lacked remedial feedback. Some of this technology was incorporated into PhonePass™, an automatic system for evaluating a student’s fluency and proficiency in English (Bernstein and Cheng, 2007).

Both academic (e.g., Carnegie-Mellon, Hong Kong, MIT, Nijmegen, KTH Stockholm) and commercial (e.g., Carnegie Speech, Duolingo, Rosetta Stone®, SRI, Transparent Language®) teams have developed technology that evaluates pronunciation using methods adopted from ASR. At first glance, ASR appears a perfect match for CALL. In place of a language teacher, why not leave the tedium of tutoring to an algorithm embedded in the cloud? It’s available 24/7, never tires or sickens, and doesn’t go on vacation. However, ASR-based CALL has its drawbacks. For one, ASR doesn’t classify individual speech sounds with great precision (e.g., Greenberg and Chang, 2000). Like humans, automatic systems don’t decode speech sound by sound but rather rely on clever engineering to infer what the speaker said (or should have said). They do so by culling information from a variety of nonacoustic sources (e.g., location, email, online searches) to supplement the acoustic signal. Although fortuitous for conventional ASR (e.g., Amazon’s Alexa, Apple’s Siri, and Google Voice), such supplementation can be a serious drawback for CALL applications. This is due to the uncertainty surrounding the identity of specific speech sounds (a.k.a. “phonetic segments” or “phones”). To better understand the problem, let’s consider a hypothetical example. The word “pan” consists of three phonetic segments represented by the symbols [p], [æ], and [n] (brackets denote individual segments). An ASR system might correctly identify the initial and final consonants ([p] and [n]) but misidentify the vowel [æ], in which case the word initially “recognized” is “pin” rather than (the spoken word) “pan.” However, the vowel’s misclassification would probably be overridden by a
“language” model (Chelba and Jelinek, 2000) that factors in semantic context and lexical co-occurrence statistics to identify the word as “pan.” ASR-based CALL requires other strategies to compensate for such phonetic imprecision, especially human listener judgments. However, such compensatory methods may themselves compromise the evaluation’s accuracy.

An early example of ASR-based CALL was the Voice Interactive Language Training System (VILTS). A student’s pronunciation was evaluated by comparing how well the ASR system performed relative to native speakers at a fine-grained level of analysis. The speech signal was partitioned into a sequence of basic sounds (“phones” or “phonetic segments”), and the results of a segment-based ASR system compared. Human raters graded a portion of the student material, and these data served as a baseline for normalizing the ASR-based scores. The system did not offer feedback on how to improve pronunciation (Neumeyer et al., 2000).

VILTS formed the foundation for another SRI system, EduSpeak® (Franco et al., 1999), which evaluates a student’s pronunciation. The system comprises several stages: (1) segmentation and labeling (a.k.a. an “alignment”) of individual phonetic segments (see Figure 1); (2) a measure of the distance between a student’s speech and a native-speaker model (based largely on the similarity of their frequency spectra); (3) a comparison of automatically aligned phonetic-segment durations that takes the student’s speaking rate into account; and (4) human listener evaluations for calibration. EduSpeak does not require a word transcript but is restricted to languages for which it has been explicitly trained.

Other groups (e.g., Witt and Young, 2000) have also deployed ASR for CALL. Many systems use human listener-based calibration to compensate for the imperfections of ASR. But, as Witt (2012) points out, even human listeners don’t necessarily agree on the fine-grained quality of pronunciation (at the segment level), so why should machines be held to a higher standard?

Despite such caveats, several language programs, including Rosetta Stone and Carnegie Speech’s NativeAccent®, do offer feedback at the word level (using ASR-based models) that students have found helpful. NativeAccent® also provides rudimentary diagrams of the vocal apparatus as part of its feedback.

Alternatives to ASR-based CALL compare a student’s pronunciation to a native speaker’s (or rather, a composite model based on a variety of speakers). The more similar the pronunciation of the two, the more intelligible the student’s speech is likely to be.

Such a comparison involves both signal processing and acoustic analysis, and includes the following steps.

1. Phonetic (and other forms of) feature extraction based on a range of spectral and temporal properties for classifying phonetic segments and/or linguistically relevant elements. The most frequent features are (a) a coarse snapshot (25 ms wide) of the acoustic frequency spectrum computed approximately every 10 ms (e.g., Mel Cepstral Frequency Coefficients [MFCCs]; Davis and Mermelstein, 1980); (b) a broadband frequency analysis with relatively fine temporal resolution (a spectrogram as in Figure 1); (c) temporal dynamics (velocity [“delta”] and acceleration [“double-delta”] features) of the spectrally filtered speech waveform (Furui, 1986), phonetic-segment and syllable duration as well as the trajectory of the fundamental frequency (pitch contour). A system may also “discover” the most relevant parameters through a process of “feature selection” (e.g., Li et al., 2018).
(2) “Alignment” of a student’s speech. This produces a representation of the signal as a sequence of speech sound labels (e.g., [p], [ae], [n]) along with the start and end points of each sound in the speech waveform (these are approximate markers of where a speech sound is likely to begin and end).

(3) A word transcript is often required so that the aligner knows in advance the likely speech sounds and their sequence. The alignment (Figure 1 shows an example) is based (in part) on acoustic models for each speech sound, often in the context of the sounds that precede and follow. In some systems, such as EduSpeak®, the student’s speaking rate (in segments or syllables per second) is estimated as a way of improving the accuracy of the phonetic boundaries.

(4) Dynamic time warping (DTW; Sakoe and Chiba, 1978) is a method for aligning the student’s speech, speech sound by speech sound, with a native-speaker composite model. DTW adjusts the segment boundaries to optimize the correspondence between the student and native-speaker model so that a “fair comparison” can be made at the phonetic-segment, syllable, and word levels (Figure 2).

(5) A distance metric that quantifies how similar the student’s speech is to a native speaker (or rather a composite model comprising many native speakers). The features used for comparison are primarily spectral but may also incorporate dynamic and other temporal properties.

(6) The intrinsic variability of speech, particularly pronunciation, presents a major challenge for CALL technology. To simplify the comparison between the student’s utterance and that of a native-speaker model, the analysis recasts the fine-grained spectral and temporal analyses into a form more amenable to quantification. Because ASR systems have traditionally treated speech as a sequence of short-duration speech sounds (i.e., phonetic segments), it is this analytical framework that is most often used. However, word-level models are becoming increasingly popular and may replace segment models soon.

Three types of pronunciation errors account for most of the pronunciation problems students experience. These mostly occur at the level of individual speech segments (although some problems pertain to syllable prominence and duration). In the discussion that follows, a segment error is underlined to distinguish it from correctly articulated sounds.

A “substitution” error would be one where the student pronounces the English word “land” as “lend.” An “insertion” would occur if the student pronounces “land” as “lands.” A “deletion” would occur if “land” were pronounced as “lan” (where the word-final sound [d] is not articulated).

Such departures from the canonical, dictionary pronunciation are one reason why DTW is frequently used to compute the distance between element X and element Y, where X and Y may be a word, a phrase, or even longer span of speech (e.g., a sentence).

Because pronunciation is inherently variable (without impacting intelligibility), the distance calculation is usually based on a large number (often hundreds or thousands) of signal parameters. Such complexity is then distilled into a computationally more tractable form using data-reduction methods such as feature selection (e.g., James et al., 2013, p. 203), principal component analysis (e.g., Jolliffe, 2002, or special-purpose neural networks such as autoencoders (Liou et al., 2014). The distance metric may include “high-level” features such as pronunciation error type, intonation, and other pitch properties (e.g., tone level and contour).

Using such comparative methods, Lee and Glass (2015) and Transparent Language’s EveryVoice™ technology deploy...
DTW and DNNs to pinpoint pronunciation errors and offer remedial feedback. Lee’s (2016) study is especially instructive. It uses DTW, alignment of the student’s speech with a native speaker model, as well as machine learning to flag mispronunciations (Figure 3 shows a simplified version of their system).

The more similar a student’s speech is to the native-speaker model, the more successful the DTW-based alignment is likely to be. Instances where the alignment falters or shows anomalies are flagged as potential mispronunciations. The system also ascertains the specific form of error (substitution, deletion, or insertion). The benefit of this approach is its simplicity and adaptability to a broad variety of languages without the need for extensive customization.

**Deep Linguistic Analysis**

In classical ASR, a neural network is trained to recognize each of the dozens of different speech sounds (phones) in the phonological inventory of a language. Using a dictionary lookup, it’s theoretically possible to represent thousands of words using just a few dozen symbols (which partially overlap with the 26 characters of the Roman alphabet). However, several dozen is still a large number with which to train a neural network, particularly when preceding and following phonetic contexts are considered. Such context-dependent models (Yu and Li, 2015) can number in the thousands, making neural network training especially challenging, especially for limited amounts of training material.

The architecture of the neural network comes in three basic forms (Bishop, 2006): (1) “supervised,” in which the training data are explicitly labeled (as in Figure 1), preferably with time boundaries for segments and words; (2) “unsupervised,” in which none of the training material is labeled; and (3) “semisupervised,” in which a portion of the training is supervised and used for training on unlabeled data.

For many years, supervised training was the norm despite it being burdensome and expensive. Unsupervised and semisupervised training are becoming more popular as DNNs increase in sophistication.

**Deep Learning Neural Networks**

The architectures of deep neural networks are more complex (and powerful) than classical ANNs as the result of their enhanced connectivity across time and (acoustic) frequency. This power is often augmented with “long short-term memory” (LSTM; Schmidhuber, 2015) and “attention” (Chorowski et al., 2015) models, which further enhance performance. Goodfellow et al. (2016) is an excellent, comprehensive introduction to deep learning and related topics.

Neural networks trained for language instruction have an inherent advantage over those designed for speech dictation and search (e.g., Alexa, Google Voice, Siri) in that the lesson material is often scripted, with most of the words (and their sequence) known in advance. This knowledge makes it somewhat easier to infer which speech sounds have been spoken and in what order (through a pronunciation dictionary). However, this advantage is counterbalanced by the limited amount of data available to train CALL DNNs as well as the diverse (and often unusual) ways students pronounce foreign material.

DNNs have been used in the past where the amount of training material is less than ideal (for classical ANNs). However, even DNNs require a minimum amount of training data to succeed. For this reason, alternative strategies are used to compensate for the paucity of data. A popular approach is to reduce the number of training categories from several dozen to a handful by using a more compact representation such as articulatory-acoustic features (AFs; Stevens, 2002).

What are AFs? They are acoustic models that are based on how speech is produced by the articulatory apparatus. For
example, a phonetic segment can be decomposed into a cluster of acoustic “primitives” that fully distinguish it from other segments in the phonological inventory of the language. Among the most common AFs are “voicing,” “manner of articulation,” and “place of articulation.” Voicing, a binary feature, refers to whether the vocal folds are vibrating (+) or not (−). For example, in the word pan, the initial consonant [p] is “unvoiced,” whereas the vowel and following consonant [n] are “voiced.” Manner of articulation indicates the mode of articulatory constriction impeding the flow of air through the vocal tract. Examples of manner of articulation categories are “vocalic” (e.g., the vowel in the word “pan”), “stop” (a.k.a. “plosive”) consonant (e.g., [p] in “pan”), or nasal consonant (e.g., [n] in “pan”). Place of articulation refers to the locus of maximum vocal tract constriction. In our “pan” example, the initial consonant, [p], has a “bilabial” (both lips) anterior locus of articulation while the final consonant, [n], is produced with the tongue contacting the alveolar ridge (a central place of articulation). Each speech sound (and by extension, syllables and words) can be represented by an analogous set of articulatory features that varies over time.

In EveryVoice™, a native-speaker model based in part on AFs, is compared with the student’s utterance by using DTW in concert with several distance metrics. Those speech sounds more than a certain distance from a native-speaker model are highlighted (Figure 4). The application also provides an “intelligibility score,” which reflects a weighted average of student-native distances across the utterance.

In the future, comparative analyses will likely include a range of time frames (and linguistic levels) such as those associated with the syllable (ca. 200 ms), word (ca. 200-600 ms), and phrase (1-3 s; Greenberg, 1999). Human listeners usually require a second or more of continuous speech to reliably identify all words spoken (Pickett and Pollack, 1963). This extended listening interval is also often required for automatic systems to achieve optimum performance and may account for the recent popularity of “end-to-end” (ETE) and “sequence-to-sequence” (STS) processing in ASR systems (e.g., Prabhavalkar et al., 2017). ETE and STS systems integrate acoustic, pronunciation, and language models into a single, coherent process and so would likely improve the accuracy of ASR-based CALL.

**Higher Level CALL Applications**

Learning a foreign language involves more than speaking intelligibly. Grammar and vocabulary must also be mastered. Constant practice is key for fluency. Online courseware encourages the student to speak and listen in a broad assortment of realistic situations. In some applications, the student is prompted to respond with a relevant sentence or two. Software evaluates the response, progressing to more difficult material only after the student has demonstrated mastery of the current lesson.

A recent study using ASR goes beyond pronunciation to offer feedback on a variety of language skills, such as grammar and syntax, for students of Dutch (van Doremalen et al.,...
2016). A European project, the “Spoken CALL Shared Task” (Baur et al., 2017), offers an illustration of how online evaluation and feedback may operate in the future. The competitive task was based on data collected from a speech-enabled online tool used to help young Swiss German teens practice skills in English conversation. Items were prompt-response pairs, where the prompt is a piece of German text and the response is a recorded English audio file. The task was to “accept” or “reject” responses that may or may not be grammatically and linguistically correct. The task involved more than conventional ASR because it also involved the ability to discern semantically and grammatically appropriate responses using natural language processing. The winning entry (from the University of Manchester, UK) used an ASR system trained with DNNs.

A somewhat different approach is used by the “Virtual Language Tutor” (Wik, 2011), which is an embodied conversational agent that can be spoken to and that, in turn, can talk back (via speech synthesis) to the student. The agent guides, encourages, and provides feedback for mastering a foreign language (initially, Swedish).

The Future of CALL

Several trends in language-learning software are worth noting. Most will likely be enabled through some form of deep learning, among which are the following:

**Games**

The app FluentU uses real-world video containing music, video, movie trailers, news, and inspiring talks and turns them into personalized language-learning lessons. LingoArcade, Mindsnacks, and DigitalDialects are just a few of the online sites for learning a foreign language using similar material, all within a game-based structure. Su et al. (2013) illustrate several ways to “gamify” dialogue learning for language learning.

**Virtual Language Learning**

Applications such as ImmerseMe and Mondly place the student in simulated, real-life scenarios, such as a bakery or restaurant, where language skills can be practiced in an engaging way. In these apps, ASR evaluates the student’s responses and offers feedback.

**Intelligent Language Tutors**

Applications such as Duolingo are starting to use “chatbots” to interact with students on a variety of topics to enhance vocabulary and grammar skills. These bots are driven by a combination of ASR, natural language processing, and other forms of artificial intelligence to guide the student through language lessons in naturalistic settings.

**Automatic Language Translation**

A Defense Advanced Research Projects Agency (DARPA)-funded project, TransTac (Bach et al., 2007), was an early, albeit limited, attempt to provide automatic language translation in a handheld box (for deployment in the Middle East). Among the languages offered were Iraqi Arabic, and Dari. Waverly Labs sells the Pilot™, an earbud-enabled app that performs simultaneous translation in near real time for over a dozen languages. Google Translate offers the ability to translate from one language to another. Among the languages offered for paired translation are English, French, German, Italian, Portuguese, Russian, and Spanish. Google also provides an optical version (using a smartphone camera) that translates signs and other text into one’s native language. Microsoft has demonstrated simultaneous translation between English and Mandarin Chinese powered by a DNN that can meld the speaker’s voice characteristics with the translated speech. These applications are not especially useful (yet) because they lack the semantic precision and emotional nuance emblematic of human communication, so are best reserved for simple scenarios such as grocery shopping and sightseeing.

**Speech Synthesis**

The quality and naturalness of speech synthesis has greatly improved, largely due to the ability of DNNs to simulate voices with realism. Baidu’s Deep Voice (Arik et al., 2017), Amazon’s Polly, Microsoft’s Cortana, and Google’s Cloud Text-to-Speech (TTS) applications all use DNNs. Google offers TTS in a dozen languages. Deepmind’s Wavenet (van den Oord et al., 2017) offers highly realistic synthesis for English and Japanese in multiple voices.

**Voice Conversion**

Speech synthesis has improved to the point where it is now possible to transform or meld the voice characteristics of one talker into another while preserving intelligibility. Current state-of-the-art systems (Toda et al., 2016) use a special-purpose Vocoder (e.g., STRAIGHT, Kawahara et al., 1999; WORLD, Morise et al., 2016) as the synthesis engine. Two of the more advanced voice conversion systems use DNNs, which include long short-term memory (LSTM)-based recurrent neural networks (Sun et al., 2015) or sequence-to-sequence learning (Miyoshi et al., 2017).
Brain Stimulation

Neurotechnology may play a role in foreign language curricula of the future. A $12 million DARPA grant to Johns Hopkins University (Baltimore, MD) and collaborating institutions explores whether the ability to learn a foreign language can be enhanced through modulating the activation of relevant parts of the auditory and speech areas of the brain through electrical stimulation of the vagus nerve (e.g., Engineer et al., 2015).

DNN-powered speech technology is likely to play an increasingly prominent role in language-learning curricula. As computational power increases and costs diminish, simulation technology will enable a student to inhabit a virtual language world for hours on end. This is likely the future of language instruction, for there is no better way to learn a foreign tongue than to reside in a community where it is spoken. Will it matter that the language community exists only virtually? Virtual reality gaming devices, such as the Oculus Rift, will only improve over time, enhancing their educational potential. Indeed, language learning could become a “killer app” for educational VR. Stay tuned.
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